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(Physica Verlag-Springer Verlag (1987), 1–18.

56. A naive estimator of the tail index of a distribution (with M. Csörgőand P. Revesz), Austral. J.
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2009 NSF-NBER Meeting on Financial Time Series, Davis California.

2009 Statistische Woche, Wuppertal, Germany.

2010 Structural breaks, Pfalzakademie, Lambrecht, Germany

2010 Prague Stochastics, Prague, Czech Republic.
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2013 Department of Statistics, Charles University, Prague, Czech Republic

2013 Department of Mathematics, Wayne State University, Detroit MI.

2013 Department of Statistics, Universidad Complutense Madrid, Spain

2013 New Developments in Time Series, Hong Kong

2014 Newton Fellow, Cambridge University, Cambridge, UK.

2014 Queen Mary College, University of London, UK.

2014 University of Birmingham,UK, School of Finance (short course)

2014 University of Cologne, Germany

2014 Technical University of Dortmund, Germany

2014 Department of Statistics, Charles University, Prague, Czech Republic

2014 Department of Finance, People’s University, Beijing, China (10 lectures).

2014 Santalo Lecture, Faculty of Mathematics, Universidad Complutense Madrid, Spain.

2014 Conference on Computational Statistics and Econometrics. Pisa, Italy.

2015 Department of Statistics, Charles University, Prague, Czech Republic.

2015 Department of Finance, University of Birmingham (3–week summer program, including workshop)

2015 Change points and time series, Department of Economics, University of Athens, Greece

2015 Department of Economics, University of California–San Diego

2016 Department of Statistics, Charles University, Prague, Czech Republic.

2016 Department of Statistics and Probability, Chinese University of Hong Kong, Hong Kong, China.

2016 Department of Statistics and Actuarial Science, University of Hong Kong, Hong Kong, China.

2016 Faculty of Finance, Rinmin University, Beijing, China.

2017 International meeting on sequential analysis (plenary speaker), Rouen, France.

2017 Short Course on Limit Theorems in Finance, Faculty of Finance. Rinmin University, Beijing, China.

2017 Goodness–of–fit and change point problems. International meeting, Frankfurt Germany

2018 Department of Economics Carlos III University, Madrid, Spain.

2018 Short Course on Time Series Analysis, Faculty of Finance. Rinmin University, Beijing, China.
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2019 Goodness–of–fit and change point problems. International meeting,Trento. Italy (member of the
organizing committee)

2020 Functional and Large Dimensional Data. Brno, Czech Republic (postponed to 2021)

2022 Nonparametric methods and change point analysis. Rennes, France.

2023 Nonparametric methods and change point analysis. Kruger National Park, South Africa.
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zu Köln (joint with Josef Steinebach)
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Jia Wang, 2014 “Change Point Analysis of Panel Data”, University of Utah, Salt Lake City, Utah

Gregory Nelson Rice, 2015 “Invariance principles in functional time series analysis with applications”,
University of Utah, Salt Lake City, Utah

Brent Kerby, 2016 “Semivariogram estimation: asymptotic theory and its applications”, University of
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Hanlei Zhu, 2019 “Change point detection in heteroscedastic functional time series”, University of Utah,
Salt Lake City, Utah

Curtis Miller, 2020 “Change point interference with Rényi–type statistics”, University of Utah, Salt
Lake City, Utah
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Pal Pusztai, 1983 ”Confidence bands from censored samples and their applications for survival functions
of patients with operated heart disease”, Szeged University, Hungary.

Erika May, 1984 ”Numerical calculations of boundary crossing probabilities”, Szeged University, Hun-
gary.

Lingyan Ma, 1992 “Report on applications of changepoint problems”, University of Utah, Salt Lake
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Susan Loveland, 1993 “Change point problems: a statistical report”, University of Utah, Salt Lake City.
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production function”, University of Utah, Salt Lake City.
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bridges” University of Utah, Salt Lake City.

Nao Mimoto, 2004 “Sequential monitoring scheme to detect parameter change in GARCH(1,1) models”
University of Utah, Salt Lake City.

Roberta James, 2005 “The effects of hierarchical data on the analysis of tube feeding and post stroke
acute care rehabilitation outcome” University of Utah, Salt Lake City.

Mohammed Chaara, 2005 “Detecting parameter change in linear models: CUSUM’s of residuals tech-
nique” University of Utah, Salt Lake City.

Angie Marchant, 2005 “Development of a FEV1% baseline for cystic fibrosis patients” University of
Utah, Salt Lake City.

J. Michael Peterson, 2005 “Estimation in first–order random coefficient autoregressive models” Univer-
sity of Utah, Salt Lake City.

Jon Gunnip, 2006 “Analyzing aggregated AR(1) processes” University of Utah, Salt Lake City.

Daniel Nye, 2006 “Simulating stable random variables” University of Utah, Salt Lake City.
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Ryan Hafen, 2006 “Topics in the empirical distribution functions and change–point analysis” University
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Jeremy Moris, 2007 “An analysis of credits to graduation at the University of Utah” University of Utah,
Salt Lake City.

Matthew L. Reimherr, 2008 “Sequential change point analysis in linear models” University of Utah, Salt
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Kent E. Page, 2008 “Estimation in random coefficient models” University of Utah, Salt Lake City.

Jia Geng, 2008 “Topics in linear trend analysis and and application to temperature with changepoints”
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Ryan Paul Johnstone, 2009 “Solutions of first order autoregressive equations” University of Utah, Salt
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Brian Knaeble, 2010 “Applications of central limit theorems to geometry” University of Utah, Salt Lake
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Jia Wang, 2012 “A panel data analysis of the Gini coefficient” University of Utah, Salt Lake City.

William Caughey, 2013 “Association of physical activity and depression intruck drivers” University of
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Ryan Barrett, 2014 “Multilevel modeling of traumatic brain injury patients: theory and applications”
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Stephen Whipple, 2014 “Adaptive bandwidth selection in the long run covariance estimator of functional
time seroies” University of Utah, Salt Lake City.

Geoffrey Bradway, 2014 “Combinatorial order cleaning using reinforcement learning” University of Utah,
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Qin Liu, 2014 “Anomaly detection based on time–series modeling methods” University of Utah, Salt
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Lindsley Glauser, 2014 “Statistics through high school common core” University of Utah, Salt Lake
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Daniel Pellatt, 2015 “A functional GARCH (1,1) model” University of Utah, Salt Lake City.

Sarah Krstyen, 2015 “Walking stability of military personnal: what mixed models have to say about
your backpack’s extra weight” University of Utah, Salt Lake City.

Stuart Schulties, 2015 “Automatic hearth segmentation for image phenotyping and classification of
pulmonary arterial hypertension” University of Utah, Salt Lake City.

Patrick Bardsley, 2016 “Generating Cramér–von Mises statistics from eigenvalue summations.” Univer-
sity of Utah, Salt Lake City.

Siben Li, 2017 “Detecing at–most–3 changes in linear regression models.”University of Utah, Salt Lake
City.

Samuel Stephenson, 2017 “Approximations of the kernel in the sample kernel estimation of the long run
covariance for functional time series to esure positive semi definiteness.” University of Utah, Salt
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Jonathan Bown, 2019 “Structural change point testing with application to stock return.” University of
Utah, Salt Lake City.

Deicy Cristiano, 2020 “An application of change point test for England’s yield curves.” University of
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Zack Coleman, 2020 “Markov madness: What statistics can tell us about college basketball’s lost tour-
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Matthew Logan Reimherr, 2006 “Analysis of stochastic migration models” University of Utah, Salt Lake
City.

Ryan Paul Johnston, 2006 “Solutions of AR(1) equations” University of Utah, Salt Lake City.

Grants
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NATO Collaborative Research Grant 1996–1999.
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NSF International Research Grant 2002–2006.

NATO Research Grant (Security) 2004–2006.

NSF Research Grant 2006–2009.
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Collaborative Research Grant from the Scientific Council of the Czech Republic 2014–2017.

NSF Research Grant 2013–2017.
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